
The shape of intracluster gas  
at high redshift

R. Gobat, 
R. Coogan, E. Daddi, A. Le Brun, F. Bournaud, J.-B. Melin, 

F. Valentino, V. Strazzullo

8th KIAS Workshop on Cosmology and Structure Formation



Special thanks to

Ho Seong Hwang

Christophe Pichon

Changbom Park



X-ray

Sunyaev Zel’dovich

(CFHTLS) W1 field. The ongoing Hyper Suprime-Cam Survey
(HSC; Aihara et al. 2017a) has a few tens of square degrees of
overlap with ACTPol observations at the time of writing, and

this area will increase with time. The entire field is covered by
the first Pan-STARRS data release (PS1; Chambers et al. 2016;
Flewelling et al. 2016), although as this was made public
recently, it is not used in this analysis, except for obtaining the
redshift of one cluster at low Galactic latitude, outside of SDSS
(Section 6.3.4). In this section, we describe how we use such
surveys to provide confirmation and redshift measurements for
the bulk of the ACTPol cluster candidates.

3.1. Photometric Redshifts

We now describe our algorithm, named zCluster,36 for
estimating cluster redshifts using multiband optical/IR photo-
metry. In this paper it has been applied to SDSS (Albareti
et al. 2017), S82 (Annis et al. 2014), and CFHTLS survey data
(we use the photometric catalogs of the CFHTLenS project;
Hildebrandt et al. 2012; Erben et al. 2013), in addition to our
own follow-up observations (Section 4.1). The aim of zCluster
is to use the full range of photometric information available and
to make a minimal set of assumptions about the optical
properties of clusters, since the algorithm is being used to
measure the redshifts of clusters selected by other methods (in
this case via the SZ effect). This is a different approach to that
used by redMaPPer (Rykoff et al. 2014), for example, where
the colors of cluster red-sequence galaxies are used both to find
the clusters themselves and to estimate the redshift. The
approach we describe here avoids modeling the evolution of
the cluster red sequence but does require the choice of an
appropriate set of spectral templates.
The first step in zCluster is to measure the redshift

probability distribution p(z) of each galaxy in the direction of
each cluster candidate using a template-fitting method, as used
in codes like BPZ (Benéz 2000) and EAZY (Brammer et al.
2008). In fact, we use the default set of galaxy spectral energy
distribution (SED) templates included with both of these
codes.37 For each template SED and filter transmission function
(u, g, r, i, z in the case of SDSS, for which the filter curves are
taken from BPZ), we calculate the AB magnitude that would be
observed at each redshift zi over the range 0<z<3, in steps
of 0.01 in redshift. We then compare the observed broadband
SED of each galaxy with each template SED at each zi and
construct the p(z) distribution for each galaxy from the
minimum χ2 value (over the template set) at each zi. We apply

Figure 9.Map of the y0̃ limit corresponding to S/N2.4=5 across the ACTPol E-D56 field. In addition to capturing the variation in the white-noise level caused by the
ACT scan strategy, noise on 20′ scales from the CMB and Galactic dust emission is also visible.

Figure 10. Survey-averaged 90% M500c completeness limit as a function of
redshift, as assessed by inserting UPP model clusters into the map, filtering at
the θ500c=2 4 scale, and assuming that the A10 mass scaling relation holds.
The blue diamonds mark the redshifts at which the limit was estimated, and the
solid line is a spline fit. In the redshift range 0.2<z<1.0, the average 90%
completeness limit is M500c>4.5×1014 M☉ for S/N2.4>5.

Figure 11. Fraction of the survey area as a function of M500c 50%
completeness limit, averaged over the redshift range 0.2<z<1, as assessed
from inserting UPP model clusters into the E-D56 map, filtering at the
θ500c=2 4 scale, applying a cut of S/N2.4>5, and assuming the A10 mass
scaling relation.

36 https://github.com/ACTCollaboration/zCluster
37 These are the six empirical spectral templates of Coleman et al. (1980) and
Kinney et al. (1996), as included with BPZ, and the optimized set of six
templates included with EAZY, which are derived from non-negative matrix
factorization (Blanton & Roweis 2007) of stellar population synthesis models
(Fioc & Rocca-Volmerange 1997).
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Figure 2. The average XMM-LSS 11 deg2 C1 selection function in
X-ray observables domain, as derived from simulations of realistic XMM-
LSS observations. Contours represent the probability of detecting and clas-
sifying as C1 an extended source with a surface brightness profile following
a β-model (β = 2/3) of given core radius and given total flux (or count
rate). Pointing to pointing differences in sensitivity and pointings overlaps
are taken into account and weighted according to their area on sky.

Figure 3. The XMM-LSS 11 deg2 C1 selection function in mass-redshift
plane, as derived from the observational function shown in Fig. 2. Planck
CMB cosmology is assumed, conversion from mass to temperature fol-
lows Arnaud, Pointecouteau & Pratt (2005) and two different luminosity–
temperature relations are tested: M12 (Maughan et al. 2012, ‘ALL’ sam-
ple) and P09 (Pratt et al. 2009, ‘ALL’ sample), both following self-similar
evolution.

4 C H A R AC T E R I Z ATI O N O F IN D I V I D UA L
C LUSTER PROP E RTI ES

4.1 X-ray spectral properties

An X-ray spectrum was extracted around each cluster position in a
circular aperture. Similarly to Pacaud et al. (2007), a background an-
nulus is chosen so that it does not contain emission from the cluster.

The spectral extraction radius (Rspec) is optimized on the basis of the
signal to noise estimated from the cluster surface brightness pro-
file. Background-subtracted spectra are fitted with XSPEC v.12.8.0
(Arnaud 1996) using a single-temperature APEC plasma model
(v.2.0.1) and assuming a galactic hydrogen density column given by
Kalberla et al. (2005). Metallicity abundances were fixed at 0.3 times
the solar value, except for XLSSC 604. The median temperature
measured in the sample is 2.1 keV, with a typical uncertainty of
∼15 per cent.

A comparison with previously measured values for the 29 clusters
in common with Pacaud et al. (2007) is presented in Appendix
A, with an attempt to disentangle between the different causes of
discrepancies. We reach the conclusion that a change in APEC models
slightly impacts the temperatures for the coolest systems, while
other results agree well within the error bars: changes in the X-ray
processing, XSPEC version and plasma models only create scatter
around the one-to-one relation.

Assuming the M500−T X relation of Sun et al. (2009; con-
verted into an R500c−T X relation, see their table 6 for the ‘Tier
1-2+clusters’ sample), we assign a value of R500c to our clusters:

R500(Mpc) = 0.600 h−1
(

T

3 keV

)0.55

E(z)−1, (2)

where E(z) = H(z)/H0 is the normalized Hubble constant.

4.2 Flux and luminosity measurements

4.2.1 Net count rates and physical fluxes

X-ray cluster fluxes were measured in the [0.5–2] keV band directly
on images created from cleaned event lists. Two methods were tested
and compared: (i) modelling the surface brightness radial profile,
and (ii) integrating the source flux in growing circular apertures
(‘growth curve analysis’; Böhringer et al. 2004; Šuhada et al. 2012),
as applied in Adami et al. (2011) and Clerc et al. (2012b). We detail
here our procedures.

(i) The first method follows Pacaud et al. (2007) by assuming
a one-dimensional β-model (Cavaliere & Fusco-Femiano 1976)
and three free parameters: angular core-radius, β and normaliza-
tion. A local background level is estimated by means of a double-
component model (vignetted and unvignetted) adjusted in a source-
free area over each of the three XMM EPIC detectors. A local,
one-dimensional, analytic PSF (point spread function) model (as
in Arnaud et al. 2002) is convolved to the model β-profile and ac-
counts for the telescopes spatial resolution. Model and data profiles
are binned to ensure a minimal 3σ signal-to-noise ratio in each bin.
χ2 statistics provide a best-fitting value and confidence levels on a
β-core radius grid. The normalization is derived from the number
of counts collected in the fit area. Given the generally low signal-to-
noise ratios of C1 clusters and the high background levels in XMM
images, χ2 contours are degenerate in the two-dimensional β-core
radius parameter space (e.g. Alshino et al. 2010). We ranked χ2

contours and surface brightness profiles according to their level of
degeneracy and found that objects with more than 300 net counts
in the [0.5–2] keV band provide well-behaved χ2 surfaces. For
those 30 clusters, the three-parameter model is then considered as a
good description of its surface brightness profile. For the remaining

4 Its spectrum contains enough photons to enable a simultaneous fit of
temperature and metallicity, and we find an abundance value of 0.29 ± 0.06
Z⊙ within Rspec.
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Simulated cluster populations 1279

Figure 5. The radial entropy profiles of groups (left) and clusters (right) at z = 0. The simulated systems have been selected to match the median mass of the
observational data. The filled black diamonds (groups), squares (groups), circles (clusters) and right-facing triangles (clusters) with error bars correspond to
the observational data of Sun et al. (2009), Johnson, Ponman & Finoguenov (2009), Pratt et al. (2010) and Vikhlinin et al. (2006, in the latter case, the entropy
profiles were obtained by combining their best-fitting density and temperature profiles), respectively. The error bars enclose 90 and 68 per cent of the observed
systems for groups and clusters, respectively. The dotted line represents the power-law fit of Voit et al. (2005) to the entropy profiles of a sample of simulated
non-radiative SPH groups and clusters. The coloured solid curves represent the median entropy profiles for the different simulations and the blue shaded region
encloses 68 per cent of the simulated systems for the AGN 8.0 model. The standard AGN 8.0 model reproduces the observed radial profiles of groups and clusters
over 1.5 decades in radius, and the observed scatter is also broadly reproduced.

mass-selected sample, as typically derived from models/simulations
such as those presented here. While it is doubtful that X-ray surveys
are missing many massive nearby clusters, it is nevertheless possible
that the mix of clusters in a given bin may be skewed. Furthermore,
our confidence in the completeness of X-ray surveys (even above a
given luminosity, let alone mass) weakens considerably as we move
into the group regime.

To better explore the relatively strong dependence on halo
mass apparent in Fig. 5, we plot in Fig. 6 the entropy at three
reference radii (0.15r500,hse ≈ r13000,hse, r2500,hse ≈ 0.45r500,hse and
r500,hse from top to bottom) as a function of M500,hse for the vari-
ous simulations and compare to observations of individual X-ray-
selected groups and clusters. We also show the baseline entropy
profile of Voit et al. (2005) as a dotted line in all three panels.
Deviations from the baseline self-similar results are strongest at
the lowest halo masses and smallest radii. Only the standard AGN
model (AGN 8.0) is able to reproduce the observed trends with radius
and halo mass. Similar results were obtained by Fabjan et al. (2010)
and Planelles et al. (2014), but they only looked at the relation for
the largest two of the characteristic radii.

3.2.2 Density

In Fig. 7, we plot the three-dimensional radial density profiles of
groups (left-hand panel) and clusters (right-hand panel) for the var-
ious simulations and compare to observations of X-ray-selected
systems (symbols with error bars). As we did for the entropy pro-
file comparison above, we have approximately matched the median
masses of the observed and simulated samples by excising some
systems from each. The resulting samples are identical to those

used for the entropy profiles in the previous subsection. We normal-
ize the radii by r500,hse and the densities by the critical density of the
universe for our adopted cosmological parameters. Finally, as the
observed density profiles were obtained through spectral fitting of
X-ray observations, we have used our synthetic X-ray observations
methodology to compute spectral density profiles for the simulated
systems.

The AGN 8.0 model reproduces the observed profiles (including
the scatter) quite well over the whole radial range for both groups
and clusters in the Planck cosmology. (In the WMAP7 cosmology,
the simulation gas density profiles are shifted up by approximately
the ratio of universal baryons in WMAP7 and Planck cosmologies.)
Increased heating temperatures, which lead to more violent and
bursty AGN feedback (e.g. AGN 8.7), result in a strongly reduced
density, especially in the central regions and in low-mass systems.
Conversely, when both feedback and radiative cooling are omitted
(NOCOOL), the gas is too dense and too centrally concentrated. It is
worth noting that the non-gravitational physics of galaxy formation
has a noticeable effect on the group gas density profiles as far out
as ∼r500,hse, whereas in the case of clusters, the profiles have all
approximately converged to the self-similar answer at these radii.

As discussed above, the role of observational selection is an
important caveat to bear in mind, particularly for groups. Note that
the median central density of the observed sample of groups in Sun
et al. (2009) is slightly higher than that of our fiducial AGN model,
consistent with the offset in the mass–luminosity relation at low
masses (see Fig. 1). As we discussed in Section 3.1.1, however,
the Sun et al. (2009) sample has a higher mean X-ray luminosity
compared to other observational group samples, most likely due to
selection.

MNRAS 441, 1270–1290 (2014)
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NOCOOL = no SF, no AGN, no cooling

REF = no AGN

Galaxies and AGNs will inject energy into the intracluster medium, 

especially at early times


(e.g., Kaiser 1991, Ponman et al. 1991, Valageas & Silk 1999, Tozzi & Norman 2001)



M200 ~ 6·1013 M☉ Cl J1449+0856 (z=1.99)

Chandra (X-ray)Lyα emission

ETGs

AGN

SF

ttherm,Lyα < 10 Myr


Estimated contribution of 

SF and AGN outflows:


~2 keV per particle

(Valentino et al. 2016)
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ACA 92 GHz (primary beam corrected)

49h 
22 μJy/beam r.m.s. 
16.9’’×13’’ beam

ALMA 92 GHz (primary beam corrected)

10h 
4 μJy/beam r.m.s. 
4.2’’×3.6’’ beam

ALMA 850 μm 

cluster galaxies

interlopers



spectral  
windows

SZ signal

z~2 SF galaxy



synthesized beam

Combined 
ACA + ALMA 

after 
subtracting 

point sources 

~176 μJy @ 92 
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5.1σ detection 

(Gobat et al., in prep)




SZ

X-ray

~5’’ offset (2σ) w.r.t. (putative) mass center

A. B. Mantz et al.: The XXL Survey. XVII
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Fig. 6. Short-baseline (uv radii < 2k�) 30 GHz maps of XLSSC 122 from the CARMA-8 (left) and CARMA-23 (WB, right) data, after modeling
and subtracting point sources and applying the CLEAN image reconstruction algorithm (Högbom 1974). White contours show the extended X-ray
emission, as in Figure 2. Gray ellipses in the lower-left corners show the synthesized beam shapes. Both maps use a common color table.

particular, there is no evidence for a radio source associated with
the BCG of XLSSC 122, and, if included, its flux is consistent
with zero; correspondingly, our results in this section are not af-
fected by whether we model such a source.

Although our quantitative results (see Section 3.7) are fit to
the visibilities at all baselines, it is useful to visualize the short-
baseline (i.e., cluster-scale) map after fitting and subtracting the
point source contribution. Figure 6 shows maps made from the
CARMA-8 and CARMA-23 data, using a maximum uv radius
of 2 k�. The cluster SZ signal is detected independently in each
data set, formally at 6.6� and 2.7� significance, respectively; the
combined detection significance is 7.6�.

Our procedure for fitting the cluster SZ signal is given
in XXL Paper V. We model the cluster using a generalized
NFW (GNFW) form for the three-dimensional, spherically sym-
metric ICM electron pressure profile, assuming values of the
shape parameters given by Arnaud et al. (2010): (c500, �,↵, �) =
(1.177, 0.3081, 1.0510, 5.4905). The remaining cluster parame-
ters are the position of the model center, an overall normaliza-
tion, and a scale radius, rs = r500/c500. The Compton Y signal is
then obtained, modulo some physical constants, by integrating
the electron pressure within a sphere. Since the CARMA data
cannot simultaneously constrain the normalization and scale ra-
dius of the pressure profile, in Section 3.7 we adopt a prior on
r500 based on the X-ray data in order to measure a value of Y500
that is consistent with the “global” X-ray measurements.

As noted in XXL Paper V, the assumed slope of the pres-
sure profile at large radii (�), which cannot be directly measured
from these data, can have a significant influence on the inferred
integrated Y parameter. The main results in that work used the
pressure profile template obtained from Bolocam data by Say-
ers et al. (2013), which had a shallower outer slope than ear-
lier published results (Arnaud et al. 2010; Planck Collaboration
2013). However, a more recent analysis combining Bolocam and
Planck data revised this slope to be instead somewhat steeper
than those works (Sayers et al. 2016). Here we adopt the Arnaud
et al. (2010) template to simplify comparisons with other clusters
and because its outer slope is intermediate between the empirical
constraints of the Planck Collaboration (2013) and Sayers et al.
(2016). Di↵erences in the recovered Compton Y among these 3

pressure templates are at the ⇠ 7 per cent level, smaller than our
statistical uncertainties (Section 3.7).

A puzzling feature of the SZ signal from XLSSC 122 is that
symmetric models like those described above prefer to be cen-
tered ⇠ 3500 south of the X-ray peak and BCG of the cluster.13

This was noted in XXL Paper V, and is visually apparent in both
the CARMA-8 and CARMA-23 short-baseline maps in Figure 6.
Fitting the combined CARMA data set, we find an o↵set from
the BCG of 3500 ± 800 (295 ± 64 kpc at z = 1.99). Compared
to a model whose center is fixed to the BCG position, this has
��2 = �20, corresponding to 3.8� significance. The 68.3 and
95.4 per cent confidence regions for the SZ model center are
shown as magenta contours in Figure 2; the best-fitting SZ cen-
ter is J02:17:44.036�03:46:06.15. Motivated by the possibility
of a merging configuration, we investigated a series of ellipti-
cally symmetric and 2-component SZ models, but find that none
are statistically preferred by the data. Given the strength of the
preference for an o↵set SZ center, our results for the Compton Y

parameter in Section 3.7 are based on a fit with the cluster center
free, but we note that fixing the model center to the BCG posi-
tion would reduce the best-fitting Y500 value by ⇠ 13 per cent,
comparable to the statistical uncertainty.

3.6. Galaxy Profile

Although we do not have spectroscopic confirmations of galaxy
membership, we can obtain a rough galaxy number profile from
the photometric redshift assignments of Willis et al. (2013). Fig-
ure 7 shows the number of galaxies with photo-z’s in the range
1.7–2.1 as a function of cluster radius, within 9000 of the BCG
position. Thick and thin lines overlaid respectively show the 1�
and 2� confidence expectations (reflecting shot noise) based on
the background of redshift 1.7–2.1 galaxies measured from the
same IR observations far from the cluster location. There is a

13 Note that the astrometry of the CARMA data appears good based on
the positions of known point sources. This includes the 2 mJy source
present in the cluster field, whose position is consistent with the corre-
sponding 1.4 GHz FIRST detection within sub-arcsec uncertainties (see
XXL Paper V).
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SZ vs X-ray mass constraints



Wang et al. 2016, ApJ 828, 56
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Summary

• ~180 μJy SZ signal at z = 2 with 5σ confidence


• signal (almost) entirely filled by point-source emission


• best-fitting pressure model has MSZ ≈ MX


• pressure models from simulations still have too much

power at small/intermediate scales


• ⇒�actual profile is flatter in the center (more feedback ?)


